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Challenges

Proposed decouple learning framework:

Codes and model: https://github.com/fqnchina/DecoupleLearning

Real-time extension

Deeper understanding of decouple learning framework
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➢One network for one task ➢ one network for one sub-task

Problems
➢ Can we have one trained network that solves all the different image 

processing tasks jointly?

• Network weight is detached from the network structure.

• Network weight is learned from a meta-network composed of only one 

fully connected layer for one corresponding convolution layer.

• The input to the meta-network is one parameter that corresponds to 

each specific task or sub-task.

• The base network and meta network are jointly learned with one 

supervised loss.

How powerful is the decouple learning framework?

➢ one network for all the sub-tasks

➢ one network for all the tasks

Visual results

➢ Comparison with state-of-the-art approaches

➢ How large the real receptive field is? ➢Weight visualization 


