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Figure 1. Our method tracks 9DoF category-level poses (3D rotation, 3D translation, and 3D size) of novel rigid objects as well as parts
in articulated objects from live point cloud streams. We demonstrate: (a) our method can reliably track rigid object poses from the
challenging NOCS-REAL275 dataset [29]; (b) our method can perfectly track articulated objects with big global and articulated motions
from the SAPIEN datasets[34]; (c)(d) trained only on SAPIEN, our model can directly generalize to novel real laptops from BMVC
dataset[18], and novel real drawers under robotic interaction. In all cases, our method significantly outperforms the previous state-of-the-
arts and baselines. Here we visualize the estimated 9DoF poses as 3D bounding boxes: green boxes indicate in tracking whereas red boxes
indicate off tracking.

Abstract

In this work, we tackle the problem of category-level on-
line pose tracking of objects from point cloud sequences.
For the first time, we propose a unified framework that can
handle 9DoF pose tracking for novel rigid object instances
as well as per-part pose tracking for articulated objects
from known categories. Here the 9DoF pose, comprising
6D pose and 3D size, is equivalent to a 3D amodal bound-
ing box representation with free 6D pose. Given the depth
point cloud at the current frame and the estimated pose from
the last frame, our novel end-to-end pipeline learns to ac-
curately update the pose. Our pipeline is composed of three
modules: 1) a pose canonicalization module that normal-
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izes the pose of the input depth point cloud; 2) RotationNet,
a module that directly regresses small interframe delta ro-
tations; and 3) CoordinateNet, a module that predicts the
normalized coordinates and segmentation, enabling analyt-
ical computation of the 3D size and translation. Leverag-
ing the small pose regime in the pose-canonicalized point
clouds, our method integrates the best of both worlds by
combining dense coordinate prediction and direct rota-
tion regression, thus yielding an end-to-end differentiable
pipeline optimized for 9DoF pose accuracy (without us-
ing non-differentiable RANSAC). Our extensive experiments
demonstrate that our method achieves new state-of-the-art
performance on category-level rigid object pose (NOCS-
REAL275 [29]) and articulated object pose benchmarks
(SAPIEN [34], BMVC [18]) at the fastest FPS ∼ 12.
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1. Introduction
Object pose estimation is crucial for a variety of com-

puter vision and robotics applications, such as 3D scene
understanding, robotic manipulation and augmented reality.
The majority of object pose estimation works, e.g., [35, 24],
mainly lie in instance-level estimation, where the task is to
estimate poses for objects from a small set of a priori known
instances, thus preventing them from perceiving the poses
of the vast diversity of objects in our daily life. To mitigate
this limitation, Wang et al. [29] proposed to generalize the
instance-level 6DoF (Degree of Freedom) object pose esti-
mation problem to a category-level 9DoF pose estimation
problem that takes into account the traditional 6D object
pose (rotation, translation) as well as 3D object size. The
proposed method in [29] can handle novel object instances
in known categories without requiring CAD models of the
objects. Going beyond rigid objects and in the same spirit,
Li et al. [14] proposed to estimate category-level per-part
9DoF poses for articulated objects, such as laptops, drawers
and eyeglasses.

While most of the existing category-level pose estima-
tion works focus on single-frame estimation, we believe that
temporally smooth pose tracking is more useful for many
robotics applications, e.g., instant feedback control, as well
as AR applications. In this work, we tackle a problem
named CAPTRA — CAtegory-level Pose Tracking for Rigid
and Articulated Objects, from a live point cloud stream.
Given an initial object pose at the first frame, our task is to
continuously track the 9DoF pose for rigid objects or each
individual rigid part of an articulated object. The most re-
lated work to ours is 6-PACK [28], which tackles the prob-
lem of category-level 6D pose tracking only for rigid objects
(see the related work section for detailed comparisons).

To accurately track 9DoF poses, we consider two types
of approaches: coordinate-based approaches widely used in
object pose [2, 29, 14] and camera pose estimation [4] and
direct pose regression as in [35, 32]. These two approaches
both have pros and cons. Coordinate-based methods, which
predict dense object coordinates followed by a RANSAC-
based pose fitting, are generally more accurate and robust,
especially on rotation estimation [27], benefiting from out-
lier removal in RANSAC. However, RANSAC-based pose
fitting is non-differentiable and time-consuming, which of-
ten leads to a bottleneck in its running speed. In contrast,
direct pose regression performs an end-to-end pose predic-
tion, thus can achieve very high running speed, at the cost
of being more error-prone.

In this work, we seek to take the best of both worlds and
build an end-to-end differentiable pipeline for accurate
and fast pose tracking. To enable highly accurate pose es-
timation, we propose to jointly canonicalize the input and
output spaces of this estimation problem by transforming
the point clouds using the inverse poses from the previous

frame. The produced pose-canonicalized point clouds fea-
ture near identical poses regarding the object/part, whose
poses are more regression-friendly. We thus propose Rota-
tionNet, a PointNet++ [23] based neural network, that di-
rectly regresses the small remained rotations. Due to the
ambiguity between occlusion and center translation in the
partial depth observations, we found scale and translation
regression still challenging. We instead propose to build
CoordinateNet to predict dense normalized coordinates,
which contain more accurate information about translation
and object size due to their awareness of the category-level
shape prior. Combining the outputs from both networks, we
can analytically compute sizes and translations, yielding an
end-to-end differentiable pipeline optimized for 9DoF pose
accuracy without using non-differentiable RANSAC.

By harnessing both approaches, our proposed method
gains significant performance improvement on the
category-level rigid object pose benchmark and articulated
object pose benchmarks. On the NOCS-REAL275 dataset
[29], we outperform 6-PACK [28], the previous state-of-
the-art, by 40.03% absolute improvement on the mean
accuracy of 5! 5cm and 10.52% absolute improvement on
the mean IoU metric. On the SAPIEN articulated object
dataset [34], we are the first to perform tracking and outper-
form the single-frame articulated pose estimation baseline,
constructed using ANCSH [14] and ground truth segmen-
tation masks, by a large margin, e.g., around 20 points
on mean accuracy 5! 5cm in the challenging eyeglasses
category. On novel real laptop trajectories from the BMVC
dataset [18], we achieve the best performance directly
generalized from SAPIEN without further fine-tuning.
Finally, our extensive experiments further demonstrate
the robustness of our tracking method to pose errors and
achieve the fastest speed (∼ 12 FPS) among all methods.

2. Related Works
Category-Level Object Pose Estimation To define
category-level poses of novel object instances, Wang et
al. [29] proposed Normalized Object Coordinate Space
(NOCS) as a category-specific canonical reference frame
for rigid objects. The objects from the same category in
NOCS are consistently aligned to a category-level canoni-
cal orientation. These objects are further zero-centered and
uniformly scaled so that their tight bounding boxes are cen-
tered at the origin of NOCS with a diagonal length of 1.
Li et al. [14] extended the definition of NOCS to rigid
parts in articulated objects and proposed Normalized Part
Coordinate Space (NPCS), which is a part-level canoni-
cal reference frame(see appendix A for a detailed introduc-
tion). Several works have been improving [29] via leverag-
ing analysis-by-synthesis and shape generative models as in
[7, 6] and learnable deformation as in [26]. Most of these
methods leverage RANSAC for pose fitting, which pro-
hibits their pipelines from being end-to-end differentiable,



potentially rendering those methods sub-optimal. Although
several works have proposed differentiable RANSAC lay-
ers to bridge this gap, e.g., DSAC [2], DSAC++ [3], we will
show that our method performs better than these methods
without using RANSAC.
Category-Level Object Pose Tracking As the only exist-
ing work in this field, Wang et al. [28] proposed a 6D Pose
Anchor-based Category-level Keypoint tracker (6-PACK)
by tracking keypoints in RGB-D videos. 6-PACK first em-
ploys an attention mechanism over anchors and then gener-
ates keypoints in an unsupervised manner, which are used
to compute interframe pose changes. It is important to note
several key differences between 6-PACK and our work: 1)
6-PACK is designed only for rigid objects and cannot han-
dle articulated objects; 2) 6-PACK only estimates the 6D
pose containing rotation and translation and omits the im-
portant 3D size estimation required to obtain the 3D amodal
object bounding boxes.

As special cases of category-level articulated object pose
tracking, hand and human pose tracking problems are very
popular due to their broad applications [21, 31, 20, 12, 11,
36, 1]. However, the developed methods leverage domain-
specific knowledge of hand and human body, thus prevent
them from being applied to generic articulated objects.
Instance-Level 6D Pose Tracking Instance-level pose
tracking works track the poses of known object instances.
Classic methods, e.g., ICP-based tracking [38], explic-
itly rely on the object CAD models. Some recent works
[8, 9, 33, 13, 9] use particle filtering to estimate the posterior
of object poses. Other methods measure the discrepancy
between the current observation and the previous state, and
perform tracking via optimization [25, 22]. The most rele-
vant works to ours are delta pose based methods [15, 32],
which perform tracking by regressing the pose change be-
tween consecutive frames using deep neural networks.

3. Problem Definition and Notations
In this paper, we target at the problem of tracking the

9DoF poses of rigid or articulated objects from known cat-
egories. We follow the category-level rigid object and part
pose definition in [29, 14] and adopt the assumption in [14]
that the number of rigid parts M is known and constant for
all the objects in a known category, where M > 1 indi-
cates an articulated object category, and M = 1 indicates
a rigid object category. Without loss of generality, we only
describe the notations for articulated object pose tracking.
For a point cloud X = { xi ∈ R3} N

i =1 containing object in-
stance O = { C(j ) } M

j =1 , where N is the number of points
and C(j ) ⊂ X represents points of the j -th rigid part, we
denote category-level part pose as P(j ) = { d( j ) , R( j ) , T ( j ) } ,
where d(j ) ∈ R3 is 3D size, R(j ) ∈ SO(3) is rotation, and
T(j ) ∈ R3 is translation.

Our problem is then defined as follows: Given a live

stream of depth point clouds { X t } t " 0 containing object in-
stance O along with its per-part pose initialization { P( j )

0 } j ,
our objective is to track its part poses { P( j )

t } j in an online
manner, where we process the point clouds and estimate the
poses for all the frames t > 0. In other words, at frame t+1,
given the estimated { P( j )

t } j from frame t and the depth point
cloud X t +1 , our system needs to estimate { P( j )

t +1 } j .

4. End-to-end Differentiable Pose Tracking
In this section, we introduce our approach in detail. We

present the pose canonicalization module in Section 4.1,
and pose tracking in Section 4.2, which includes the pro-
posed RotationNet module and CoordinateNet module, fi-
nally, we describe our training protocol in Section 4.3. The
entire framework is differentiable and end-to-end trained,
without any pre- or post- processing.

4.1. Pose Canonicalization
Inspired by [29], we factorize the 9DoF pose P(j ) predic-

tion into a 7DoF similarity transformation T (j )
t ∈ Sim(3)

estimation problem and a 3D aspect ratio !d( j ) estimation
problem. Formally, we define the per-part 1D uniform scale
as s( j ) = ||d( j ) || and 3D aspect ratio as ˆd(j ) = d(j ) /s ( j )

so that d(j ) = s( j ) ˆd(j ) . We can then represent T (j ) =
{ s( j ) , R( j ) , T ( j ) } .

To estimate T (j )
t +1 from the observed point cloud X t +1 ,

there are two types of approaches. One way is to train a
neural network for direct pose regression. Another way is
to estimate the normalized coordinates Y (j )

t +1 of C(j )
t +1 , which

satisfy C(j )
t +1 = s( j )

t +1 R(j )
t +1 Y ( j )

t +1 + T(j )
t +1 , and then compute

the T (j )
t +1 using the Umeyama algorithm [27] along with

RANSAC, thus the 3D aspect ratios ˆd(j ) can be estimated
using the axis range (|x|max , |y|max , |z|max ) of Y (j )

t +1 .
In our framework, to simplify the learning problem of

mapping the input X t +1 to the output T (j )
t +1 , we propose to

canonicalize both its input and output spaces using T (j )
t ,

which allows to further combine the two aforementioned
methods.
Definition (Pose-canonicalized point cloud). Pose-
canonicalized point cloud Z (j )

t +1 with respect to part j
in the input point cloud X t +1 is defined as the product
of the inverse transformation of T (j )

t and X t +1 , namely

Z (j )
t +1 =

"
R(j )

t

## 1 "
X t +1 − T(j )

t

#
/s ( j )

t .
We observe that for the learning problem that maps

X t +1 to T (j )
t +1 , by canonicalizing its input X t +1 to pose-

canonicalized point cloud Z (j )
t +1 , its output T (j )

t +1 will be
canonicalized to T̂ ( j )

t +1 = { ŝ( j )
t +1 , R̂( j )

t +1 , T̂ ( j )
t +1 } correspond-

ingly, where ŝ( j )
t +1 ≈ 1, R̂( j )

t +1 ≈ I, T̂ ( j )
t +1 ≈ 0. (See appendix

B for the proof.)



Figure 2. Our end-to-end differentiable pose tracking pipeline takes as inputs a depth point cloud of an M -part object along with its
per-part scales, rotations, and translations estimated from the last frame. We first adopt per-part pose canonicalization to transform the
depth points using the inverse estimated pose and generate M pose canonicalized point clouds. The canonicalized point clouds will be fed
into RotationNet for per-part rotation estimation, as well as CoordinateNet for part segmentation and normalized coordinate predictions,
which are used to compute the updated scales and translations. When RGB images are available, segmentation can be replaced by the
results from the off-the-shelf image detectors for better accuracy. Such a pipeline can be naturally adapted to rigid objects when M = 1 .

Note that T (j )
t +1 can be expressed using T̂ ( j )

t +1 and T (j )
t ,

namely, st +1 = s( j )
t ŝ( j )

t , R(j )
t +1 = R(j )

t R̂( j )
t , T(j )

t +1 =
s( j )

t R( j )
t T̂ ( j )

t + T(j )
t . Now the pose estimation problem

has been transformed and canonicalized to learning a map-
ping from Z (j )

t +1 to T̂ ( j )
t +1 . The input Z (j )

t +1 contains Ĉ( j )
t +1 =

"
R(j )

t

## 1 "
C(j )

t +1 − T(j )
t

#
/s ( j )

t that aligns well across dif-
ferent frames and the output space is quite constrained
around an identity transformation. In this way, we simul-
taneously canonicalize the input point cloud space and the
output pose space. By doing so, we significantly simplify
the regression task, yielding much improved pose estima-
tion accuracy and better generalizability across different in-
stances. Note that turning the estimation of T (j )

t +1 into T̂ ( j )
t +1

is closely related to estimating the interframe delta 6D pose
widely used in instance-level 6D pose estimation and track-
ing works [15, 32]. To be more specific, we estimate inter-
frame 7D delta transformations in a category-level canoni-
cal frame, i.e., NOCS for rigid objects and NPCS for parts,
whereas none of the input and output spaces of delta pose
estimation in [15, 32] is canonical.
4.2. Pose Tracking

Taking the pose-canonicalized point cloud Z (j )
t +1 as in-

put, we learn a RotationNet (see Section 4.2.1) that directly
regresses R̂( j )

t +1 and then recovers R(j )
t +1 = R(j )

t R̂( j )
t +1 . Since

R̂( j )
t +1 lies in a small neighborhood around I 3$ 3, the regres-

sion can be done with high accuracy. However, we ex-
perimentally find directly regressing ŝ( j )

t and T̂ ( j )
t still dif-

ficult, due to the translation ambiguity caused by incom-
pleteness of the partial observations Z (j )

t +1 . Imagine a pen-
cil with one end occluded, the length of the pencil cannot
be determined, thus making prediction of its center transla-
tion highly ambiguous. Although certain cues, e.g., object
symmetry, may help relieve the ambiguity, our experiments
show that given partial observations of asymmetric objects,
regressing T̂ ( j )

t still remains challenging. In contrast, our
experiments reveal that predicting normalized coordinates
Y (j )

t +1 from Z (j )
t +1 is quite successful on all rigid and artic-

ulated objects, which implicitly estimates ŝ( j )
t and T̂ ( j )

t .
The reason for this success is that the normalized coordi-
nates Y (j )

t +1 capture the category-wise prior and enforces a
zero-centered frame, thus making the translation estimation
more well-considered and accurate than direct regression.
We therefore devise a CoordinateNet to segment C(j )

t +1 from
X (j )

t +1 and predict Y (j )
t +1 (see Section 4.2.2).

By combining the RotationNet and CoordinateNet’s out-
puts and knowing C(j )

t +1 = s( j )
t +1 R(j )

t +1 Y ( j )
t +1 + T(j )

t +1 , we can
analytically compute s( j )

t +1 and T(j )
t +1 via the Umeyama algo-

rithm [27] (assume R is given). Usually a non-differentiable



RANSAC is needed when using Umeyama algorithm as in
[29, 14] due to the multi-modal noises in the predicted Y (j )

t +1 .
Thanks to the pose canonicalization, we find that our Y (j )

t +1
predictions are very successful and RANSAC only brings
limited improvement to our predictions (see Sec. 5.6).

Being free from the non-differentiable RANSAC step,
our end-to-end differentiable pose tracking pipeline can be
straightly optimized for pose accuracy, enforce pose losses
(e.g., IoU loss) directly at its outputs (see Section 4.3), and
improve its running speed.

4.2.1 Rotation Estimation
RotationNet To predict { R̂( j )

t +1 } j for each individual part,
we devise a point cloud based deep neural network, Rota-
tionNet, that takes as inputs the pose-canonicalized point
clouds { Z ( j )

t +1 } j with respect to each individual part j . Built
upon PointNet++ [23], RotationNet regresses per-point per-
part rotations { R̂( j )

i,t } i,j in the form of the 6D continuous ro-
tation representation [39]. Note that the PointNet++ is not
deterministic since it uses random further point sampling in
both set abstraction and ball query operations, thus resulting
in difficulties achieving convergence on accurate regression
tasks. To suppress noise, we average across the rotation pre-
dictions using the Euclidean mean [19] from points on part
j to obtain the final prediction R̂( j )

t +1 .
For symmetric objects such as bowls, rotation ambiguity

exists around their symmetric axis. See appendix C.2 for
how we supervise rotation for them.
Training and Inference At training time, we enforce a per-
point mean square loss for points inside the ground truth
mask m(j )

t +1 . At test time, the mask comes from the pre-
dicted part segmentation from CoordinateNet.

4.2.2 Scale and Translation Estimation
CoordinateNet To estimate { Y ( j )

t +1 } j , we devise Coordi-
nateNet that takes as input the pose-canonicalized point
cloud Z (1)

t +1 with respect to the first part (j = 1) and
predicts its per-point part segmentation and per-point per-
part normalized coordinates { Y ( j )

i,t +1 } i,j . Note that pose-
canonicalized point clouds with respect to different parts
share the same segmentation and normalized coordinates;
thus, we only need to take Z (1)

t +1 as the input.
Built upon a PointNet++ segmentation network, Coor-

dinateNet branches into two heads after the final feature
propagation layers: one head for segmentation and the other
for normalized coordinate prediction. For the segmentation
head, we use relaxed IoU loss [37]. For the normalized
coordinate head, we predict class-aware normalized coor-
dinates, similar to [29, 14]. During training, we enforce an
RMSE loss on the points inside the ground truth part masks.
At test time, we use predicted masks to select coordinate
predictions from M parts.

For symmetric objects, see appendix C.3 for how we
handle ambiguity in their normalized coordinates.
Per-part Scale and Translation Computing Knowing the
dense correspondence between Y (j )

t +1 and C(j )
t +1 and assum-

ing R(j )
t +1 is given by RotationNet, we can analytically com-

pute s( j )
t +1 and T(j )

t +1 via the Umeyama algorithm [27]. See
appendix C.4 for further details.

4.3. Training Protocol
Training Data Generation To train CoordinateNet and Ro-
tationNet, we need paired data of pose-canonicalized point
clouds and their corresponding ground truth poses. We pro-
pose to generate the training data on-the-fly without using
any real temporal data. For a depth point cloud X and
part j in it, we perturb its per-part ground truth scale, ro-
tation, and translation by adding random Gaussian noise to
them, namely s%(j ) = s( j ) (1 + ns), R%(j ) = R(j ) Rrand,
T%(j ) = T(j ) + nT , where ns ∼ N (0, ! s), Rrand is a
rotation matrix with a random axis and a random angle
n! ∼ N (0, ! ! ), and nT is a 3D vector with a random direc-
tion and a random length t ∼ N (0, ! T ). We then generate
the pose-canonicalized point clouds and compute their cor-
responding ground truth.
Pose Losses for RotationNet and CoordinateNet For
s( j )

t +1 , R(j )
t +1 , T(j )

t +1 , their predictions are end-to-end differen-
tiable; we thus propose to additionally enforce pose losses
directly on these predictions. We use RMSE loss for super-
vising scale error L scale and translation error L trans . To
directly improve the final 3D IoU predictions, we incorpo-
rate a corner loss L corner [16], defined as the correspond-
ing per-vertex distances between the ground truth bound-
ing box in the camera frame and the ground truth bound-
ing box in the normalized coordinate space transformed by
our predicted s( j )

t +1 , R(j )
t +1 , T(j )

t +1 . For symmetric objects,
we enforce the corner loss on the two intersection points of
the symmetric axis and the bounding box surface. The total
loss L total = " segL seg +" coordL coord +" rotL rot +" scaleL scale +
" translationL translation + " cornerL corner.

5. Experiment
5.1. Datasets and Evaluation Metrics
NOCS-REAL275 For rigid object pose tracking, we
evaluate our methods on the NOCS dataset [29] that con-
tains six categories: bottle, bowl, camera, can, laptop, and
mug, where bottle, bowl, and can are symmetric. The
training set contains: 1) the train split of the CAMERA
dataset [29], composed of 300K mixed reality data with
synthetic object models from ShapeNetCore [5] as fore-
grounds and real backgrounds captured in IKEA; and 2)
seven real videos capturing challenging cluttered scenes
with three object instances in total for each object category.
The testing set, NOCS-REAL275, has six real videos de-



Method NOCS[29] CASS[6] CPS++[17] Oracle ICP 6-PACK[28] 6-PACK [28] Ours Ours+RGB seg.
Input RGBD RGBD RGB Depth RGBD RGBD Depth RGBD

Setting Single frame Tracking
Initialization N/A N/A N/A GT. GT. Pert. Pert. Pert.

5! 5cm ↑ 16.97 29.44 2.24 0.65 28.92 22.13 62.16 63.60
mIoU↑ 55.15 55.98 30.02 14.69 55.42 53.58 64.10 69.19
Rerr ↓ 20.18 14.17 25.32 40.28 19.33 19.66 5.94 6.43
Terr ↓ 4.85 12.07 21.62 7.71 3.31 3.62 7.92 4.18

Table 1. Results of category-level rigid object pose tracking on NOCS-REAL275. The results are averaged over all 6 categories.

picting in total three different (unseen) instances for each
object category totaling 3200 frames.
Articulated Objects from SAPIEN For articulated object
pose tracking, we create a synthetic dataset using SAPIEN
[34]. Our dataset contains four categories: glasses, scissors,
laptop, and drawers, where drawers have prismatic joints
and the others have revolute joints. The training set contains
98K depth images of 164 standalone object instances with
random joint states and viewpoints. The testing set contains
190 depth videos of 19 unseen instances with a total length
of 19K frames, where instances keep moving and changing
their joint states. See appendix E for more information.
Real-World Laptop Test Trajectories from the BMVC
dataset [18] We also test our model on real articulated ob-
ject trajectories from [18], where the objects maintain the
same joint state and only viewpoint changes. Among the
4 instances in the dataset, we can only evaluate our method
on the laptop for which we have category-level training data
from SAPIEN. The two laptop depth sequences contain a
total of 1765 frames.
Evaluation Metrics We report the following metrics for
both rigid and articulated object pose tracking: 1) 5! 5cm
accuracy, the percentage of pose predictions with rotation
error < 5! and translation error < 5cm; 2) mIoU, the av-
erage 3D intersection over union of ground-truth and pre-
dicted bounding boxes; 3) R err (! ), average rotation error;
and 4) Terr (cm), average translation error. For articulated
objects, we additionally report the average joint state accu-
racy: 5) ! err (! ) rotation error for revolute joints; and 6)
derr (cm) translation error for prismatic joints. For real-
world laptop trajectories, we follow [18] and use pose tol-
erance, namely the Averaged Distance (AD) accuracy with
10% of the object part diameter as the threshold.
5.2. Category-Level Rigid Object Pose Tracking
Experiment Setting To track an object in the cluttered
scenes from the NOCS-REAL275 dataset, we propose to
first crop from the scene a ball of depth points enclosing the
object of interest. We set the center and the radius of the
ball according to the previous frame’s 9DoF pose estima-
tion. To generate training data, we jitter the ground-truth
pose with Gaussian noises (! scale = 0.02, ! rot = 5! , and
! trans = 3cm) to mimic interframe pose changes and crop
balls accordingly. At test time, we randomly sample an ini-
tial pose around the ground-truth pose for the first frame

from the same distribution.
Results Table 1 summarizes the quantitative results for rigid
object pose tracking. We report the performance of our
method using only depth and using RGBD where object
segmentation masks can be obtained by running off-the-
shelf detectors on RGB images as in CASS[6]. We compare
our method with: 6-PACK [28], a tracking based method
that is initialized with the same pose error distributions or
ground-truth poses (6-PACK originally only initializes with
translation errors); Oracle ICP, which leverages the ground
truth object models; and several single-frame based method,
including NOCS [29], CASS [6] and CPS++ [17].

Our method achieves the best performance and signif-
icantly outperforms the previous state-of-the-art method,
6-PACK, under both initialization settings. We are espe-
cially competitive under the rotation error and 5! 5cm met-
rics, showing less than a third of the rotation error and a
105% higher 5! 5cm percentage compared to 6-PACK. Us-
ing only depth, our method generates relatively weaker per-
formance regarding translation error, however, this is only
due to the failure to segment out cameras on the real test
depth images, given the huge sim2real domain gap between
our mostly synthetic training data and noisy real data. See
section 5.8 and appendix H.1 for detailed analysis. Exclud-
ing this camera category, our method will be the best un-
der all metrics (see appendix H.1). It is worth noting that
while our method tracks the full 9DoF pose and predicts the
bounding boxes, 6-PACK only tracks the 6DoF rigid trans-
formation and has to use a ground-truth box scale to com-
pute 3D IoU, which unfairly advantages 6-PACK during the
comparison. Fig.1 further shows the qualitative comparison
between our method and 6-PACK. Our method loses track
less often and gives better pose estimations.

5.3. Category-Level Articulated Pose Tracking
In Table 2 and Fig.1, we show our articulated pose track-

ing results on held-out test instances from the SAPIEN
dataset. We compare our method to 1) ANCSH* (ora-
cle ANCSH), where we provide ground-truth object seg-
mentation masks to the state-of-the-art single frame articu-
lated object pose estimation work, ANCSH [14]. The orig-
inal ANCSH fails drastically on part segmentation on our
dataset due to the part ambiguity of textureless object point
clouds rendered from arbitrary viewpoints; and 2) oracle



Method 5! 5cm↑ mIoU↑ Rerr ↓ Terr ↓ #err ↓ derr ↓
ANCSH* [14] 92.55 68.69 2.18 0.48 1.62 0.64

Oracle ICP 62.87 56.61 8.95 3.04 7.21 1.05
Ours 98.35 74.00 1.03 0.29 1.38 0.34

C-sRT regression 21.69 34.21 20.48 11.46 6.08 7.57
C-CoordinateNet 95.06 71.99 2.09 0.40 1.52 0.75

C-Crd. + DSAC++ [3] 95.68 68.21 1.80 0.47 1.61 0.56
Ours w/o L c, L s, L t 97.63 72.09 1.24 0.35 1.43 0.36

Ours + Rot. Proj. 98.74 74.17 0.97 0.29 1.37 0.34

Table 2. Experiment results and ablation studies of articulated
object pose tracking on the held-out instances from SAPIEN.
! err is averaged over all revolute joints, while derr is averaged
over all prismatic joints. Other results are averaged over parts and
categories. See appendix H.2 for per-part, per-category results.
Ours + Rot. Proj leverages kinematic constraints, see Section 5.8.

Method Michel et al. ANCSH ANCSH* Ours
Setting Known instance Category-level

1 all / parts 64.8 / 65.5 66.9 94.1 / 97.5 94.7 74.7 / 89.1 78.5 95.5 / 99.8 95.7
2 all / parts 65.7 / 66.3 66.6 98.4 / 98.9 99.0 97.0 / 98.0 97.6 98.9 / 100.0 98.9

Table 3. Results on two real sequences of an unseen laptop are
measured in pose tolerance (the higher, the better, see [18]). The
left two columns reported by [18, 14] are directly trained on the
instance, whereas ANCSH*(with GT part mask) and ours are only
trained on SAPIEN and have never seen the instance.

Figure 3. Qualitative evaluation on the real scissors trajectory.

ICP, where we assume available ground-truth part labels
and object part models, then track each part using ICP.

Note that our articulated SAPIEN dataset is depth-only
while RGB-D input is essential for 6-PACK, we thus did not
run per-part 6-PACK tracking as a baseline.

We outperform the baselines under all metrics. Although
ANCSH* uses ground-truth labels and regulates its predic-
tions with joint constraints, our per-part scheme still beats
it with exceptionally precise rotation estimations.

5.4. Category-Level Articulated Pose Tracking on
Real-World Data

We further test our model, trained on the synthetic
SAPIEN dataset only, on real-world data. Since the training
data does not contain backgrounds, we use pre-segmented
object point clouds in the following experiments.
Real Laptop Trajectories In Table 3 and Fig.1, we com-
pare our method to Michel et al. [18], ANCSH [14], and
ANCSH* on two real laptop trajectories from [18]. We fol-
low [14] and use their rendered object masks for segmenta-
tion. In spite of a Sim2Real gap and a category-level gener-
alization gap, our model outperforms all other methods.
Real Drawers Under Robot-Object Interaction To test
our method in robotic manipulation scenarios, we capture a

Method CrdNet C-Crd. C-Crd.+
DSAC++ C-sRT Ours w/o

L c, L s, L t
Ours

5! 5cm ↑ 14.93 46.74 54.77 25.99 60.48 62.16
mIoU↑ 49.48 59.99 53.89 32.86 58.80 64.10
Rerr ↓ 53.63 35.08 8.88 34.74 6.41 5.94
Terr ↓ 9.48 12.97 9.95 21.84 12.64 7.92

Table 4. Ablation study of rigid object pose tracking on NOCS-
REAL275. The results are averaged over all 6 categories. Here C
represents canonicalized.

real drawers trajectory using Kinect2, where a Kinova Jaco2
arm pulls out the middle drawer. As shown in Fig.1(d). Our
model successfully tracks both the moving drawer and the
other parts. See appendix F for more details.
Real Scissors Trajectories Fig.3 shows quantitative results
on a real scissors trajectory we captured using Kinect2.
5.5. Ablation Study

To demonstrate the effectiveness of our multi-component
design, we construct several variants of our network: 1) Co-
ordinateNet, where we directly regress the NOCS/NPCS
coordinates from X without pose canonicalization; 2)
canonicalized CoordinateNet, where we perform pose
canonicalization but don’t have RotationNet; 3) canonical-
ized CoordinateNet with DSAC++, where we follow [3] and
train our CoordinateNet with a differentiable pose estima-
tion module; 4) canonicalized sRT regression, where we ex-
tend our RotationNet to further regress scale and translation
based on canonicalized point clouds without using Coordi-
nateNet; and 5) Ours w/o L c, L s, L t losses, where we dis-
card the pose losses L scale , L trans , L corner during training.
For 1), 2), and 3) we take the coordinate predictions from
CoordinateNet and use RANSAC-based pose fitting.

We test the variants on NOCS-REAL275 for rigid object
tracking and SAPIEN synthetic dataset for articulated ob-
ject tracking. The results are summarized in Table 4 and
Table 2, where our method outperforms all ablated versions
by successfully combining the benefits of pose canonical-
ization, coordinate prediction, and pose regression. Note
that we did not test CoordinateNet without canonicalization
on articulated objects due to the part ambiguity of uncol-
ored, arbitrarily posed synthetic objects.

Canonicalized CoordinateNet significantly outperforms
CoordinateNet, demonstrating the benefit brought by pose
canonicalization. With additional RotationNet, our method
further improves canonicalized CoordinateNet and beats
the differentiable pipeline CoordinateNet + DSAC++ which
also includes explicit pose losses, proving direct regression
of small R̂( j )

t +1 to be a better choice in the tracking scenario.
In contrast, due to ambiguities and insufficient visual cues
about scale and translation in the input, the pure regression
pipeline, canonicalzied sRT regression, produces the worst
results. Finally, explicit scale, translation, and corner losses
effectively improve our performance compared to ours w/o
L c, L s, L t losses.
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frame during training (denoted All).

Method NOCS 6-PACK ANCSH Ours
FPS 4.05 3.53 0.80 12.66

Table 5. Tracking speed in FPS

5.6. Tracking Robustness
Our pose prediction is conditioned on the pose from the

previous frame, either the initial pose or an estimated pose.
It is therefore worth testing the tracking robustness of our
method against noisy pose inputs. As described in Sec. 5.2
and Sec. 5.3, the initial pose errors are randomly sampled
from Gaussian distributions. We directly test our model
with 1 or 2 times of original pose errors added to (1) the
initial pose, and (2) every previous frame’s prediction, to
examine the robustness to pose initialization and estimation
errors, respectively. We plot the degradation of 5! 5cm ac-
curacy under each setting and compare to 6-PACK in Fig.4.
Our method is significantly more robust to pose noises than
6-PACK. We are also very robust on articulated objects, see
appendix H.3.

5.7. Tracking speed
Aside from the state-of-the-art performance, our method

also has the highest tracking speed among all others, as
summarized in Table 5. All methods are tested on the same
device. NOCS and ANCSH are slow due to RANSAC and
optimizations, which we don’t need. 6-PACK’s actual speed
is slower than what they claim in their paper (> 10 FPS)
since the network in their officially released code [30] is
forwarded 27 times at a grid of potential object centers at
each frame to achieve their reported performance.

5.8. Discussions
Tracking Scale Although the actual scale of the object is
constant during tracking, we still track the scale in our
framework to deal with inaccurate initial scale. Compared

to fixing the scale as the noisy initial scale throughout
the tracking, our scale tracking scheme decreases the av-
erage scale error from 1.09% to 0.30% and increases mIoU
from 71.70% to 74.00% on articulated objects; and improve
mIoU from 73.43% to 76.42% on rigid objects (excluding
camera where both schemes fail).
Leveraging Kinematic Chain Constraints For articulated
objects, our method focuses on per-part tracking without
explicitly leveraging joint constraints at test time. Prior
works leverage these constraints in instance-level tracking
[18, 10] and category-level tracking [14]. [18] and [10] as-
sume perfect knowledge of joint parameters and treat them
as a hard constraint. In the category-level setting, however,
joint parameters are unknown and difficult to predict due
to occlusions, especially for pivot point predictions. Em-
pirically, we have tried predicting them and achieved ac-
curacy similar to state-of-the-art [14], e.g. 1.1cm error for
laptop pivot points. However, enforcing these inaccurate
constraints harmed our performance, leading to an 80% in-
crease in translation error. ANCSH [14] offers an alterna-
tive where only estimated joint axis orientations are used
as soft constraints for rotation predictions at the cost of
lower speed. Note that without leveraging the constraints,
our method already significantly outperforms ANCSH [14].
Without sacrificing speed, we examine the usage of ground
truth joint axis orientations as hard constraints but only gain
little improvement as shown in Table 2 (Ours + Rot. Proj.).
We leave this direction to future works.
Limitations and Failure Cases Most of our failure cases
come from large sensor noise in real depth images. In ex-
treme cases, e.g. on real cameras from NOCS-REAL275
which are either too reflective or too dark, our Coordi-
nateNet fails to produce reasonable segmentation and the
whole pipeline collapses (see appendix H.1). In milder
cases, domain gap resulting from sensor noise also degrades
our performance. Specific domain adaptation techniques
may be needed to deal with this issue, which are beyond
the scope of this paper.

6. Conclusion
In this paper, for the first time, we tackle the problem

of category-level 9DoF pose tracking for both rigid and ar-
ticulated objects. To achieve this goal, we propose an end-
to-end differentiable pose tracking framework consisting of
three modules: pose canonicalization, RotationNet, and Co-
ordinateNet. Our algorithm achieves state-of-the-art per-
formance on both category-level rigid and articulated pose
benchmarks and runs comparably fast for evaluation.
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